
 

Livermore Area Recreation and Park District 

 

Staff Report 

 
 

TO: Chair Furst and Board of Directors 
 
FROM: Mathew Fuzie, General Manager 
 
PREPARED BY: Linda VanBuskirk, Executive Assistant 
 
DATE: May 8, 2024  
 
SUBJECT: Potential District Use Policy on Artificial Intelligence 
 
COMMITTEES: Program Committee on March 4, 2024 
 Personnel Committee on March 11, 2024 
 
 
RECOMMENDATION:  That the Board of Directors discuss and provide direction to 
staff regarding the potential adoption of an appropriate use policy for District staff 
regarding artificial intelligence.  
 
BACKGROUND:  Director Palajac requested to add this item to the agenda to initiate 
discussions regarding whether it is necessary at this time for the District to have a policy 
around the use of artificial intelligence. (She provided a sample policy approved by the 
County of Santa Cruz on September 19, 2023. See attached.)  
 
This topic was discussed at the following committee meetings:  
 

Program Committee on March 4, 2024 
Program Committee = Chair Pierpont, Member Boswell 
 
Personnel Committee on March 11, 2024 
Personnel Committee = Chair Palajac, Member Furst  

 
 
 
 
 
Attachments:   

a) Sample: News Release from County of Santa Cruz announcing its Board of 
Supervisors Votes to Adopt A.I. Policy 

b) Sample: County of Santa Cruz Artificial Intelligence Appropriate Use Policy, 
approved 09/19/2023 

ITEM 4.2



lvanbuskirk
Typewritten Text
THIS PAGE LEFT INTENTIONALLY BLANK 



 

 

 

NEWS RELEASE 
Date: September 19, 2023  

Contact: Jason Hoppin 
Jason.Hoppin@santacruzcounty.us 
 
 

BOARD OF SUPERVISORS VOTES TO ADOPT A.I. POLICY 
County to continue examining opportunities, risks 

 
The Santa Cruz County Board of Supervisor on Tuesday unanimously adopted an 
adaptive Artifical Intelligence Appropriate Use policy, becoming among the first local 
governments in the U.S. to encourage the use of artificial intelligence among staff 
while creating a framework to address concerns related to the technology.  

The policy allows and encrourages the continued use of artificial intelligence (A.I.) in 
County operations while providing guidelines to avoid misuse and the sharing of 
sensitive information, and to continue to center human judgment in core decisions 
related to local government operations. The policy includes definitions and usage 
guidance, and is expected to undergo regular reviews and updates to stay current 
with technological and ethical developments. 

The AI policy provisions adopted by the Board Tuesday include but are not limited to:  

Data Privacy and Security: Staff must comply with all data privacy and security 
standards, including protecting personally identifiable information and protected 
health information. 

Informed Consent: Members of the public should be informed when they are 
interacting with an A.I. tool and have an “opt out” alternative. 

Responsible Use: A.I. tools and systems shall only be used in an ethical manner. 

Avoiding Bias: A.I. practices should be monitored for bias and regularly reviewed to 
ensure fairness and accuracy.  

Decision Making:  A.I. tools should not be used to make impactful decisions.  
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Accountability: Employees are solely responsible for ensuring the quality, accuracy, 
and regulatory compliance of all A.I.-generated content utilized in the scope of 
employment.  

The guidelines were developed by an internal policy committee consisting of staff 
from the Information Services, Personnel, County Counsel, and the County 
Administrative Office. Additionally, a 12-member “A.I. Early Adopters Workgroup” 
representing six departments and interested technology sector community 
stakeholders provided feedback that informed development of the policy.  

A formal rollout of the policy is expected in October. Over the next six months, the 
County will monitor usage, collect feedback and issue updates to the policy in 
accordance with Board direction, before reporting back to the Board in March 2024.   

Furthermore, the A.I. Policy Committee will develop procurement guidance for A.I. 
systems, identify County software systems that embed A.I. technologies and 
understand how A.I.-related risks are addressed by vendors, identify A.I. training 
opportunities for staff and identify opportunities where A.I. can improve County 
services. 

Since the County announced its intention to draft an artificial intelligence policy on 
June 13, several local governments have adopted their own policies, and on 
September 6, Gov. Gavin Newsom issued an executive order to study the 
development, use, and risks of A.I. technology throughout the state and to develop a 
process for evaluating deployment of A.I. within state government.  

To download the policy, click on https://tinyurl.com/SCCAIPolicy.  
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County of Santa Cruz Artificial Intelligence Appropriate Use Policy 

Purpose: The purpose of this policy is to establish County of Santa Cruz employee practices for 
the responsible and secure use of generative artificial intelligence (AI). The County is committed 
to utilizing Artificial Intelligence (AI) technologies responsibly and ethically to improve 
processes, enhance services to County residents, and support employees to do their best work. 
This AI Appropriate Use Policy provides simple, user-centric guidance for all employees, 
regardless of technical expertise. 

AI tools are developing at an exponential rate. The County will regularly review and update this 
policy to keep it aligned with ethical and legal standards and technological advancements in 
generative AI as frequently as needed. 

Scope: This policy applies to all employees, contractors, and any other third-party individuals or 
entities who have access to generative AI technologies or are involved in using generative AI 
tools or platforms on behalf of our organization. 

1. Defining Artificial Intelligence (AI): For the purposes of this policy, Artificial 
Intelligence, also known as machine intelligence, is the simulation of human intelligence 
processes, such as problem solving by machines. 

2. Defining Generative AI Tools: Generative AI tools are computer programs capable of 
many activities, including but not limited to completing general administrative office 
tasks, data analysis, programming, and image creation. While these tools can improve 
productivity, it is crucial to use them responsibly to comply with various laws, maintain 
data privacy and security, and uphold County values. 

I. Principles for Responsible Generative AI Tools Use: Staff should be open to responsibly 
incorporating Generative AI into their work where it can be beneficial for making services 
better, more just, and more efficient. Each employee is responsible for using generative AI tools 
in a manner that ensures the security of sensitive information and aligns with County policies. 
Here are key principles to follow: 

a) Data Privacy and Security: Comply with all data privacy and security standards such as 
Health Insurance Portability and Accountability Act (HIPAA), Criminal Justice Information 
Systems (CJIS), Internal Revenue Service (IRS), and the California Consumer Privacy Act 
(CCPA) to protect Personally Identifiable Information (PII), Protected Health Information 
(PHI), or any sensitive data in generative AI prompts. Treat AI prompts as if they were 
publicly visible online to anyone. Treat AI prompts, data inputs, and outputs as if they 
are subject to the Freedom of Information Act and Public Records Act.  

b) Informed Consent: Members of the public should be informed when they are 
interacting with an AI tool and have an “opt out” alternative to using AI tools available. 

c) Responsible Use: AI tools and systems shall only be used in an ethical manner.  

Approved  09/19/2023Board of SupervisorsDOC-2023-769 19.a
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d) Continuous Learning: When County provided AI training becomes available, employees 
should participate to ensure appropriate use of AI, data handling, and adherence to 
County policies on a continuing basis. Employees using AI tools are encouraged to 
educate themselves on effective and appropriate AI usage for their work.  

e) Avoiding Bias: AI tools can create biased outputs. When using AI tools, develop AI usage 
practices that minimize bias and regularly review outputs to ensure fairness and 
accuracy, as you do for all content. 

f) Decision Making:  Do not use AI tools to make impactful decisions. Be conscientious 
about how AI tools are used to inform decision making processes. 

g) Accuracy: AI tools can generate inaccurate and false information. Take time to review 
and verify AI-generated content to ensure quality, accuracy, and compliance with 
County guidelines and policies. 

h) Transparency: The use of AI systems should be explainable to those who use and are 
affected by their use. Commonly understood explanations of how AI features work will 
be maintained and available to convey a concrete sense of how or why a particular 
result has been arrived at based on inputs.  
 
To ensure transparency when using this rapidly evolving technology, indicate when 
Generative AI contributed substantially to the development of a work product. Use good 
judgement when considering citing use of AI tools. For example, when working with 
regulatory, legal, or life critical subjects, citations will be appropriate. When attributing 
AI usage in a work product indicate the product and version used. Some example 
citations include: 

i. Whole Document Example: [AI Assistance: This document was generated with 
the assistance of an Artificial Intelligence language model, OpenAI GPT-4, 2023, 
in compliance with the County of Santa Cruz Appropriate Use Policy.] 

ii. Whole Document Example: [Artificial Intelligence contributed to the 
development of this document using Google Bard, 2023, in compliance with the 
County of Santa Cruz Appropriate Use Policy.] 

iii. Specific Citation Example: OpenAI. (2023). ChatGPT (Mar 14 version) [Large 
language model] 

iv. In text Example for specific information: (OpenAI, 2023) 
i) Accountability: Employees are solely responsible for ensuring the quality, accuracy, and 

regulatory compliance of all AI generated content utilized in the scope of employment. 
The County will regularly monitor and evaluate approved AI products to ensure they are 
meeting security and risk management criteria. 

II. Prohibited Uses: 

a) Unauthorized Access: Do not use AI tools to access data or systems you are not 
authorized to use.  
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b) Personally Identifiable Information: Do not enter personally identifiable information 
(PII) into AI systems. 

c) Unlawful Activities: AI tools must not be used for any illegal, harmful, or malicious 
activities. This includes activities that perpetuate unlawful bias, automate unlawful 
discrimination, and produce other harmful outcomes. 

d) Hiring Decisions: Do not use AI to make consequential decisions regarding hiring, 
benefits, or other sensitive matters in which bias could play a role. 

e) Data Entry: You may not enter internal, sensitive, or restricted data into any generative 
AI tool or service. No AI tool currently meets the County’s security, privacy, and 
compliance standards for handling anything besides public data. 

 

III. Use of AI Systems:  

1. Policy Compliance: Anyone who utilizes AI systems for County business, or supervises 
someone who does, is responsible for knowing the general intent of this policy. The user 
is responsible for complying with this policy and the County Worker Acceptable Use and 
Mobile Device Policies   and exercising reasonable and prudent judgment related to AI 
usage for County business. Employees are encouraged to participate in AI workgroups 
and communities of practice. 

2. Voluntary Use: Employees are not currently required to use AI systems and tools. 
Members of the public should be informed when they are interacting with an AI tool 
and have an alternative to using AI tools available to them.  

3. Authorized AI Tools: Only use AI tools that are on the list of Approved AI tools and 
systems. If there is an AI tool that you would like to use but is not on the list, contact the 
Information Services Department at ITSupport@santacruzcountyca.gov so they can 
review and approve the tool for use. The current list of approved AI tools is as follows: 

a) Bard (Google) 
b) ChatGPT (Open AI) 
c) Claude (Anthropic) 
d) Scribe 

 
Artificial intelligence (AI) can be used maliciously to create malware, spread phishing 
emails, launch distributed denial of service (DDoS) attacks, and other types of damaging 
attacks. As AI becomes more advanced, the potential for cyber attacks using AI will 
increase.  

4. Use of County Email Address: When creating accounts with AI providers for generative 
AI tools, County staff should use their official County email address for better security 
and accountability. 
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5. Reporting Concerns: If you come across any potential issues or concerns related to the 
use of generative AI tools, report them to ISD or a supervisor. For example, you may see 
a new feature in a software you use for your regular duties. 

6. Additional Rules:  Departments may provide additional rules on the usage of generative 
AI for their staff.  
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